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Abstract: The scale of domestic Al chips is growing rapidly, and their model structures are becoming
increasingly complex. The compiler system plays an important role in improving chip performance and energy
efficiency. Although domestic Al chips have made significant progress in hardware design, their performance
improvement is still limited by compiler optimization. This paper takes the Ascend CANN compiler system as

an example to study the principles and methods of graph optimization compilation in energy efficiency
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improvement and software-hardware coordination.

The research starts from the structure of computational graphs and compilation theory, analyzing the role of
graph optimization in operator fusion, graph structure adjustment, and memory management. Graph optimization
can establish a correspondence between algorithms and hardware to make computation more efficient. By
analyzing the architecture of Ascend CANN, it is found that its optimization focuses on a graph-centered
resource allocation strategy. Through operator fusion and data flow adjustment, it achieves higher execution
speed and lower energy consumption.

A multi-objective constrained energy efficiency optimization model is constructed in this study, integrating
computational cost, bandwidth usage, and power consumption into a unified analytical framework. This allows
the graph optimization process to be more structured and better balance performance and energy efficiency.

In the comparative study, this paper analyzes systems such as CANN, TensorRT, TVM, and NeuWare. The results
show that domestic compiler systems focus more on hardware characteristics and energy efficiency, while
international frameworks emphasize generality and cross-platform compatibility. This difference indicates that

domestic compiler systems are currently in a performance-oriented stage and are gradually becoming more open.

The study also proposes future directions for graph optimization, including automated optimization mechanisms,
unified cross-chip compilation frameworks, and adaptive compilation systems centered on energy efficiency.
Graph optimization compilation is a key step to improving the computing power utilization of Al chips and an
essential technology for achieving autonomy in domestic Al computing power. Building a more advanced and
intelligent compiler system can help establish a new balance among energy efficiency, performance, and
ecosystem compatibility.

Key words: Ascend CANN; graph optimization compilation; energy efficiency modeling; operator fusion; NPU
architecture; domestic Al chips
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